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Public quality reports of hospitals, health plans, and physicians are being used to promote efficiency and quality in the health care system. Shrinkage estimators have been proposed as superior measures of quality to be used in these reports because they offer more conservative and stable quality ranking of providers than traditional, nonshrinkage estimators. Adopting the perspective of a patient faced with choosing a local provider on the basis of publicly provided information, we examine the advantages and disadvantages of shrinkage and nonshrinkage estimators and contrast the information made available by them. We demonstrate that 2 properties of shrinkage estimators make them less useful than nonshrinkage estimators for patients making choices in their area of residence. (Am J Public Health. 2010;100:264–269. doi:10.2105/AJPH.2008.153759)

Measuring the performance of medical care providers has become an important facet of the American health care system over the last 2 decades. It is 1 of the 4 cornerstones of the Bush Administration’s 2006 “Value-Driven Health Care Initiative,” which called for measuring and publishing information about quality and using this information to improve quality and promote the efficiency of medical care. Quality measures, based on either patient outcomes (e.g., risk-adjusted mortality rates) or process measures (e.g., percentage of health maintenance organization [HMO] enrollees with diabetes who received an eye examination), are reported in public report cards and are driving Pay for Performance programs.

The accuracy of quality measures depends on a number of factors, including data quality, the impact of risk adjustment, sample size, and the specification of the quality measures themselves (i.e., whether they are defined as the difference or the ratio of observed to expected outcome rates). The use of shrinkage estimators rather than the traditional, nonshrinkage estimators (defined in the next section) has also been shown to result in different quality rankings. The focus of our discussion on quality measures that compare patient outcomes (e.g., mortality) across providers. We recognize that unbiased measurement of quality requires risk adjustment, but the issues that we discuss here apply equally to both risk-adjusted and unadjusted measures. Therefore, for simplicity of exposition we omit risk adjustment from our discussion, and note that the arguments we make and the conclusions we reach are not affected by this omission.

Consider the measurement of quality based on a health outcome such as mortality. Denote by $O_{ij}$ the health outcome for patient $i$ treated by provider $j$. The quality measure we seek is based on the average outcomes experienced by all patients treated by provider $j$. For example, if mortality is the outcome of interest, the average mortality rate for all patients treated in hospital $j$, or some function of it, can be defined as the quality measure for hospital $j$, and then used to compare and rank the performance of all hospitals on this outcome.

The unshrunk estimator (also called “nonshrinkage estimator”) of the quality of provider $j$ is defined as the mean for all patients treated by provider $j$, denoted as $\overline{O}_j$. This is an accurate (i.e., unbiased) estimate of the provider’s outcome rate. Its precision depends on the sample size used to calculate it. Providers treating a large number of patients will have more precise estimates of $\overline{O}_j$ than those treating fewer patients.

Stein and later James and Stein proposed a different measure, called the shrinkage estimator, $\overline{S}_j$, and showed that it is more efficient (i.e., has a lower squared mean error) than the unshrunk estimator, $\overline{O}_j$. The shrinkage estimator is defined as a weighted average of the unshrunk estimator, $\overline{O}_j$, and the average outcome rate calculated over all providers (i.e., the grand mean, $\overline{O}$). Conceptually, the shrinkage estimator is designed to be close to the unshrunk estimator, $\overline{O}_j$, when provider $j$ has a large sample and thus $\overline{O}_j$ can be estimated with high precision, and to be close to the grand mean, $\overline{O}$, when provider $j$ has a small sample and $\overline{O}_j$ cannot be estimated precisely. In the latter case, it is assumed that the grand mean is a better reflection of the true outcome (see further discussion in this section for the rationale for this and alternative assumptions), and therefore the estimator is pulled, or “shrunk,” toward the grand mean. The name “shrinkage estimator” is derived from this property of the estimator.

Specifically, the shrinkage estimator is calculated as $\overline{S}_j = (1 - \alpha_j)\overline{O} + \alpha_j\overline{O}_j$, where
the weight \( \alpha_j \) depends on the relative variance of the outcome within each provider, the sample size within each provider, and the variance across providers.\(^{22} \) When the variance within the provider is relatively small and the sample size is large, the weight will be close to 1 and the shrinkage estimator will be dominated by the second term in the equation and will approximate the unshrunk estimator, \( \bar{O} \). When the variance within the provider is large relative to the variance across providers and the sample size is small, \( \alpha_j \) will be very small, the second term in the equation will converge to zero, and the shrinkage estimator will be dominated by the first term (i.e., the grand mean, \( \bar{O} \)).

This shrinkage estimator is often referred to as an empirical Bayesian estimator. In the context of empirical Bayesian estimation, it can be viewed as follows. Prior to the measurement of the outcome, we have beliefs about the distribution of outcomes across providers. We perform the measurement and obtain new information about these outcomes. Because of the stochastic nature of outcome data, the new information is imprecise. Therefore, instead of completely abandoning our prior beliefs, we only partially update them to incorporate the new information. The degree of updating depends on our confidence in the new information, which in turn depends on the sample size used to estimate the outcome rates. The larger the sample size, the higher the confidence in the new information and the more the estimator will be weighed toward the new information, which is the unshrunk mean. The smaller the sample size, the less confidence we have in the new data and the more we weigh the estimator toward the prior belief. Typically, in the context of quality measurement, the analyst adopts a prior belief that all providers have the same performance and thus all observed outcomes rates are shrunken toward the grand mean for all providers. Clearly, a different choice of prior belief (or, in the parlance of statisticians, “prior”) could lead to vastly different estimators.

### Calculation of Shrinkage Estimators

To illustrate how shrinkage estimators are calculated and how they differ from the unshrunk estimators, we provide an example constructed to highlight their salient properties. Table 1 provides data from the 2004 New York State Cardiac Surgery Report\(^{23} \) on coronary artery bypass graft procedures for 10 hospitals. For each hospital, we show the number of cases (sample size), the number of deaths, the observed mortality rate (which is the unshrunk estimator), and the variance within the hospital. From these, we calculated the grand mean and variance across all hospitals and, on the basis of these, the shrinkage factors and the shrinkage estimators for each hospital. As Table 1 shows, hospital 1, with the largest sample, has the largest shrinkage factor, therefore its shrinkage estimator is very similar to its observed, unshrunk estimator (2.31 and 2.38, respectively). By contrast, hospital 6 has the smallest shrinkage factor because it has the smallest sample and the largest variance. For this hospital, because of its small sample, one has little confidence in the observed mortality rate, therefore the shrinkage estimator is very close to the grand mean of 2.10 rather than to its observed mortality rate of 3.70. This reflects the belief (i.e., the “prior”) that this hospital’s true mortality rate is more likely to be similar to the average of all other hospitals than to its actual mortality that year (i.e., 2004), which might be an aberration.

Figure 1 depicts the same information graphically. The unshrunk estimators are shown at the bottom, and their shrinkage counterparts are shown at the top. For example, the estimate for hospital 2, with 118 patients, is shrunk more toward the overall mean than the estimator for hospital 8, with 277 patients.

### Use of Shrinkage Estimators in Multivariate Regressions

In the preceding sections, we did not take into account the issue of risk adjustment. Clearly, however, risk adjustment is important in the context of quality measurement. Shrinkage estimators can be calculated for quality measures that are risk adjusted as well, by using random effect models. These multivariate regression models, which predict patient outcomes (e.g., mortality) based on individual patient risks, assume that the intercept of the model is different for each provider. The provider-specific intercept is equivalent to the shrinkage estimator and is calculated in a manner analogous to the equation for \( \hat{O}_j \) given previously, such that it equals the provider-

### Table 1—Example of Calculation of Shrinkage Estimator, Based on Data From New York State 2004 Adult Cardiac Surgery Report

<table>
<thead>
<tr>
<th>Hospital</th>
<th>No. of Cases (( n_j ))</th>
<th>No. of Deaths</th>
<th>Unshrunk Estimator (( O_j )): Mortality Rate per 100 Cases</th>
<th>Variance Within the Hospital (( \sigma_j^2 ))</th>
<th>Shrinkage Estimator (( \hat{O}_j )): Mortality Rate per 100 Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>81</td>
<td>3</td>
<td>3.70</td>
<td>0.0357</td>
<td>0.127</td>
</tr>
<tr>
<td>10</td>
<td>89</td>
<td>2</td>
<td>2.25</td>
<td>0.0220</td>
<td>0.205</td>
</tr>
<tr>
<td>2</td>
<td>118</td>
<td>2</td>
<td>1.69</td>
<td>0.0167</td>
<td>0.742</td>
</tr>
<tr>
<td>3</td>
<td>132</td>
<td>1</td>
<td>0.76</td>
<td>0.0075</td>
<td>0.528</td>
</tr>
<tr>
<td>4</td>
<td>256</td>
<td>5</td>
<td>1.95</td>
<td>0.0191</td>
<td>0.460</td>
</tr>
<tr>
<td>8</td>
<td>277</td>
<td>4</td>
<td>1.44</td>
<td>0.0142</td>
<td>0.554</td>
</tr>
<tr>
<td>9</td>
<td>286</td>
<td>8</td>
<td>2.80</td>
<td>0.0272</td>
<td>0.402</td>
</tr>
<tr>
<td>7</td>
<td>290</td>
<td>5</td>
<td>1.72</td>
<td>0.0169</td>
<td>0.522</td>
</tr>
<tr>
<td>5</td>
<td>488</td>
<td>11</td>
<td>2.25</td>
<td>0.0220</td>
<td>0.586</td>
</tr>
<tr>
<td>1</td>
<td>1050</td>
<td>25</td>
<td>2.38</td>
<td>0.0232</td>
<td>0.742</td>
</tr>
</tbody>
</table>

Note. \( \sigma^2 \) (variance across hospitals) = 0.0000638, calculated from “unshrunk estimator” column. \( \bar{O} \) (overall mean) = 2.10, calculated from “unshrunk estimator” column.

Source. New York State Department of Health.\(^{23} \)

\( a \) Calculated as \( \alpha_j = \frac{\sigma^2_j}{\sigma^2 + \sigma^2} \).

\( b \) Calculated as \( \hat{O}_j = (1 - \alpha_j) \bar{O} + (\alpha_j) \bar{O}_j \).

---
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Advantages of Shrinkage Estimators

Stable predictions. Stein\textsuperscript{20} and James and Stein\textsuperscript{21} have argued that the shrinkage estimator is superior to the unshrunk estimator. They have shown that it always results in lower expected total square errors for the group of providers as a whole. This result is achieved because the shrinkage estimator trades the bias introduced when estimates are shrunk toward the grand mean with higher efficiency (lower mean squared error).

The intuition behind this result is that when samples are small, there is a higher likelihood that any one summary measurement will result in an extreme value. Thus, if a small hospital that treats a small number of patients has a high mortality rate this year, it might be due to chance rather than true poor quality. In the following year, the same hospital may have a much lower mortality rate. If we believe that all hospitals have the same average mortality rate, we will expect that an observed extreme rate in a given year is a fluke and that next year we will observe it “regressing to the mean.” Note that this result crucially depends on the assumption that the smaller hospital provides the same quality of care as the larger hospitals.

Adjustment for multiple comparisons. Another advantage of the shrinkage estimator is that it adjusts for multiple comparisons. It is defined in such a way that the degree of shrinkage depends on the number of groups (e.g., hospitals) that are compared. The more comparisons, the larger the shrinkage.\textsuperscript{24,25}

The multiple comparison problem arises when we want to answer the question of whether the outcome of a specific provider is a statistical outlier compared with the average outcomes of all providers. In other words, having observed an extreme out come rate for this provider, can we conclude that it is due to a true difference in the quality of care of this provider, or is it due to the stochastic nature of outcome measures? We can expect that a certain percentage will be flagged as outliers, even if in truth they are not—type I error in the language of statisticians. The multiple comparison problem can be stated as follows: if we compare 100 hospitals and use a \( P \) value of 0.05 to identify outliers, 5 of these hospitals, or 5\%, will have a \( P \) value below 0.05 by chance alone and we will therefore conclude that they are outliers, even though their outcome rate is not truly different from all other providers.

The typical remedy to guard against such type I errors is to require a more conservative (lower \( P \) value) threshold for concluding that an observation is a statistical outlier. The Bonferroni correction\textsuperscript{26} is a common approach that can be applied to the unshrunk estimators, if one chooses.

The shrinkage estimator incorporates the number of comparisons into the shrinkage formula, such that the larger the number of comparisons, the larger the shrinkage of the measured value toward the grand mean. Thus, the likelihood that one would consider a given provider an outlier diminishes as the number of comparisons increases and the shrinkage factor increases.

Disadvantages of Shrinkage Estimators

Best prediction. The predictive efficiency of the shrinkage estimators derives from the assumption that all providers are similar and are likely to have the same average performance. If that assumption is correct, then shrinking extreme values toward the grand mean mimics the naturally observed “regression to the mean” phenomenon that will occur in the next period of measurement (e.g., the following year). Thus, for the group of providers as a whole, the shrinkage estimator is superior; however, for any specific provider, this may not be the case. For those providers whose performance truly deviates from the performance of others, the naturally occurring “regression to the mean” phenomenon will result in a regression to a value that is different from the grand mean. They will regress to the mean of their own performance and to a distribution different from that of the grand mean. Therefore, the shrinkage estimate will not provide a superior prediction for these providers.

In fact, the motivation for quality report cards is the notion that some providers perform at substantially different levels from their peers. For them, one would not anticipate regression to the grand mean, and as Efron and Morris\textsuperscript{25} note, for such providers the shrinkage estimator...
would do substantially worse as a predictor than the unshrunk estimator.

Ranking providers—the “black box.” As we have shown, the degree of shrinkage increases as the sample size and the precision of the outcome measurement for each provider decreases. A resulting artifact is that the rank order of providers changes because of the shrinkage. This is demonstrated in Table 1 and Figure 1 for hospitals 1 and 6. Hospital 1 is large, with a mortality rate close to the grand mean. Hospital 6 is small, with a very high mortality rate. The shrinkage estimator for hospital 1, because it has a large sample, is very close to the unshrunk estimator. The shrinkage estimator for hospital 6, however, because it is much smaller and its own average mortality rate is imprecise, will be shrunk substantially toward the mean. The end result is that the shrinkage estimators for both are almost the same, suggesting that both hospitals offer the same quality care. Consumers reviewing a report card based on shrinkage estimators will conclude that they will do equally well with either.

This, however, is not an accurate interpretation of the data, because in reality the two are very different. For hospital 1, we know with a high degree of certainty that it performs at the average level. For hospital 6, however, we do not really know. The observed high mortality rate may be due to chance because of the sample size or it may be due to the fact that it actually provides lower quality care. Given the extant literature that shows that higher sample size or it may be due to the fact that hospitals and physicians treating larger patient populations tend to have better outcomes. Given this information, it would be more reasonable to adopt a prior distribution with a mean that depends on each provider’s sample size. Using such a prior, the shrinkage estimator will no longer pull all estimates toward the grand mean; rather, the smaller provider will have estimates that are pulled toward lower quality.

Furthermore, the relationship between volume and outcomes is not universal. It seems to be important for some conditions, such as coronary artery bypass graft,27 and not others, such as trauma.32–34 Therefore, one might consider using a prior specific to the medical condition being measured. Adopting such more-informed priors would mitigate the problem we identified in the previous section, in which a large average hospital has the same quality estimate as a small hospital with extreme outcome rates.

Irrelevant multiple comparisons. We noted in the section “Adjustment for Multiple Comparisons” that the shrinkage estimator also incorporates an adjustment for multiple comparisons. The larger the number of comparisons, the more the estimator is shrunk toward the grand mean. Unlike the impact of differential sample sizes, the number of comparisons is the same for all providers included in the analysis, hence the impact on the estimates of their quality is the same. Thus, the multiple comparison adjustment does not affect the rank order of providers. It does reduce the variation in outcome rates, however. As shown in Figure 1, the range of values of the shrinkage estimators is more limited than the range of the unshrunk estimator.

The number of comparisons is typically determined by the availability of data and the nature of the entity calculating the quality measures, and is not related to the number of relevant choices that the consumer faces. For example, the 2004 New York State Cardiac Surgery Report included over 150 cardiac surgeons. Although, in principle, all might be relevant to patients considering cardiac surgery, in practice, studies have found that patients tend to stay within their area of residence. An analysis of migration patterns in New York identified 9 distinct referral areas in the state, with most patients (about 95%) staying within these areas.35 For a patient residing in the Rochester area, whose choice includes 7 surgeons, adjusting the shrinkage estimator for over 150 comparisons—most of which are irrelevant—might result in inappropriate shrinking of the quality measure, to the point that no variation between the 7 relevant providers remains. Similarly, if the Centers for Medicaid and Medicare Services were to adopt this approach for its Nursing Home Compare report card, which includes over 16,000 nursing homes nationwide, in all likelihood there would be no discernible variation between these facilities, rendering the report card uninformative and irrelevant.

**DISCUSSION**

The choice between shrinkage and non-shrinkage estimators for quality measurement is important, as it clearly changes the rank order of providers, the degree of variation among them, and the identification of statistical outliers. Several studies have demonstrated these differences and argued in favor of adopting shrinkage estimators in quality reporting.18,36 Our analysis of the properties of these 2 estimators suggests that although the shrinkage estimators may be preferred if the objective is to increase the accuracy of predicted mortality across all providers, it may not serve the needs of individual patients who are making a choice among the providers available to them locally, and who may have different prior beliefs and different preferences over the “riskiness” of the quality measures than those held by the analyst producing the information. In particular, shrinkage estimators tend to be the most biased for providers who are extreme quality outliers. These providers are exactly those that patients and third-party payers are most interested in identifying.
Unfortunately, there does not seem to be one correct solution. The uncertainty in quality measures based on outcomes is inherent and can only be addressed by increasing sample size, often an impractical solution given the realities of medical care. A strategy proposed by Spiegelhalter et al.\(^24\) is to perform sensitivity analysis and present shrinkage estimates based on several prior distributions, allowing consumers to choose the prior that is most consistent with their beliefs. For example, one might include in report cards measures based on uninformative priors, as is current practice, as well as priors related to provider volume. Report cards based on this strategy are likely to be complex and difficult to understand for most patients. They may also face political obstacles if the priors are unacceptable to strong stakeholder groups. For example, the most obvious prior to consider, as mentioned previously, is one based on volume, in which low-volume providers are assumed to have lower quality relative to higher-quality providers. Would the Centers for Medicaid and Medicare Services be able to publish a hospital public report card with quality measures based on such a prior given the strong lobbying power of hospitals?

Another strategy, adopted by New York State in its Cardiac Surgery Reports and the Centers for Medicaid and Medicare Services in the Nursing Home Compare report, is to present unshrunken estimators but to include in the public report only information about providers that have met a minimum volume cutoff. Unlike using shrinkage estimators, this strategy clearly identifies those cases in which the precision of the measures has been judged to be insufficient. The disadvantage of this strategy is that the analyst imposes his or her own judgment of what is an acceptable level of accuracy for quality measures, which also may lead to bias. For example, cardiac patients in New York State can obtain information only about the quality of surgeons who performed at least 200 procedures in the last 3 years.\(^23\) For patients in Pennsylvania, however, the report card available for access will offer measures on all surgeons who performed at least 30 procedures in the last year.\(^37\)

Although none of these strategies offers a completely satisfying solution to the problems inherent in evaluating quality based on outcomes, in the spirit of transparency—which is the aim of public reporting on provider quality—we prefer the unshrunk measures, which, when accompanied by a measure of their statistical significance such as a P value or a confidence interval, do not present patients with a “black box” but are explicit about the degree of uncertainty in the estimated quality measures. The challenge remains to present the information in such a way that patients and those who help them make referral decisions (family members, physicians, social workers, payers, and others) can understand the information, its accuracy, and its precision, and to apply it to their specific choices in accordance with their own preferences.
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